|  |
| --- |
| 제작 보고서 |

|  |  |  |
| --- | --- | --- |
|  | **과정명, 팀명 :** | **빅데이터 7기 ‘퀘스트지니’팀** |

|  |  |  |  |
| --- | --- | --- | --- |
| **작성 일자** | 2024년 07월 25일 | **제작 기간** | 2024년 06월 14일 ~ 2024년 07월 29일 |
| **팀원** | 장하나, 민선영, 이민아, 최종은 | **참가 주제** | 문항 추천 시스템 제작 |
| **개요** | 1. 요약  2. R&R  3. WBS (Work Breakdown Structure)  4. 서론  5. 개발 환경  6. 기능 구현  7. 산출물  8. 개선점  9. 소스코드  10. 참고문헌 | | |
| **요약** | 현재 공교육에서의 AI디지털교과서의 도입은 교육계의 큰 이슈로 떠오르고 있다. 고등학교의 경우 킬러 문항을 제거한다는 정부의 기조로 인해 출제 경향 파악 및 취약 문항 학습의 중요성이 높아지고 있으나 이를 대비하기 위해 원하는 문항만을 선별하기 위해서는 교강사가 수작업으로 교육 콘텐츠를 제작해야 하기에 인력 부족 및 시간이 많이 소요된다는 한계점이 있다. 이를 해결하기 위해 고등학교 교강사를 대상으로 주요 교과인 국어, 영어, 수학 교과에 대해 교강사가 학생들에게 제공하고자 하는 문항과 유사한 문항 추천, 나아가 유사 문항 생성에 이르는 서비스의 제공이 필요하다고 보았다. 따라서, 본 프로젝트는 천재교육 서비스를 사용하는 교강사를 대상으로 하는 문항 추천 시스템을 개발하고자 한다.  문항 추천 시스템 개발을 위해 고등학교 1학년과 2학년은 2015년도 3월부터 2024년도 6월까지 10개년의 문항을 수집했으며, 고등학교 3학년은 2019년도 3월부터 2024년도 6월까지 5개년의 문항을 수집하여 최종적으로 국어 5333문항, 수학 4821문항, 영어 4952문항을 데이터로 사용하였다. 정확한 문항 이미지를 추출하기 위해 이미지 crop시에 컨투어(contour)[[1]](#footnote-1) 영역을 이용한 crop방식과 Easyocr을 활용한 OCR[[2]](#footnote-2)방식을 사용하였으며, 텍스트 파싱을 위해 국어, 영어 교과에서는 Tesseract를 사용한 방식을, 수학에서는 OpenAI의 gpt4o모델을 사용한 프롬프트 엔지니어링을 사용하였다. 문항 추천 시스템의 주요 기능은 크게 2가지로 나뉜다. 새로운 데이터 발생 시 기존 데이터를 업데이트 해주는 데이터 버전 관리 기능과 사용자가 실제로 문제를 웹에 넣어 유사 문항을 추천해주는 문항 추천 기능으로 이루어져 있다. 데이터 버전 관리 기능의 경우 전처리 과정을 거친 데이터를 S3에 저장하고 텍스트 데이터는 S3에서 MariaDB로 적재되게 한다. 그 후 이미지와 텍스트 데이터를 병합한 데이터를 임베딩[[3]](#footnote-3) 모델을 통해 임베딩 벡터값을 산출한 후 ElasticSearch에 저장한다. 그 후 ElasticSearch에서 코사인 유사도를 실시하고 그 값을 MariaDB에 적재한다. 사용자가 실제 이용하는 기능의 경우 웹에 들어온 이미지를 전처리하여 S3에 저장하고, 저장된 이미지와 텍스트를 대상으로 임베딩과 코사인 유사도를 실시한다. 이 벡터값들을 Elasticsearch에 저장하여 기존 데이터셋과의 유사도를 비교하여 유사 문항을 추천해준다. 상위 5개의 유사 문항 추천 시 평균 유사돈 80~90% 사이로 높은 유사도와 일치도를 나타내고 있다. 본 프로젝트의 개선점은 다음과 같다. 첫째, 시간 및 인력 상의 어려움으로 인해 웹 상에서 사용자가 결과에 만족하지 못할 경우 다른 문제들도 보이게 하거나 자동 채점 기능을 구현하지 못한 부분이 개선점이라고 여겨진다. 둘째, 문항 분류 결과 기반으로 유사문제 추천/생성을 기존에 개발 목표로 잡았으나 생성의 경우 시간 및 인력 부족으로 인해 자동태깅 및 유사도를 정교화하는 방향으로 가게 되었다. 특히, AWS SageMaker를 통해 배포 및 관리할 수 있는 모델 중 교육 특화 및 연구 목적에 적합한 LLama 모델을 사용한다면 문항 생성도 가능할 것이라 보여진다.  \* 위 프로젝트 진행과정에서 소요된 비용 산정은 별첨자료 참고. | | |
| **본문** | **2. R&R**   |  |  | | --- | --- | | **담당자** | **업무** | | **장하나** | - 팀장  - 데이터 정량화 및 전처리  - 문항시스템 개발 및 테스트  - 자동 태깅 모델 개발 및 테스트  - AWS S3 생성 및 설정, 관리  - 기획서 및 최종 보고서 작성 | | **민선영** | - 데이터 수집  - DB 구축 및 관리  - 도커컴포즈 작성 및 서버 연결  - 파이프라인 설계  - PPT 제작  - 테이블 정의서 작성 | | **이민아** | - 데이터 수집  - AWS 서버 생성 및 환경 구축  - FastAPI 기본 서버 환경 구축  - 도커 웹서버 빌드  - DB와 웹 서버 연결 및 관리  - Wire Frame 작성  - 노션 관리 | | **최종은** | - 데이터 수집  - 데이터 정량화 및 전처리  - 문항시스템 개발 및 테스트  - 자동 태깅 모델 개발 및 테스트  - 멘토링 활동 보고서 작성  - Git 커밋 컨벤션/브렌치 전략  - 코드 컨벤션 정의 |   **3. WBS (Work Breakdown Structure)**    **4. 서론**  현재 공교육에서의 AI디지털교과서의 도입은 교육계의 큰 이슈로 떠오르고 있다. AI 교과서 도입을 앞두고 교육부는 2024년 관련 예산을 5333억원 편성했으며, AI 교과서는 연 구독료 기준 6만~10만원 선으로 예상되어 조 단위 교과서 시장이 창출될 것이라는 전망이 나오고 있다.[[4]](#endnote-1) AI 교과서 확산에 따라 개별화 및 맞춤형 교육에 대한 기대도 커지고 있으며 이러한 기대를 충족하기 위한 AI 기술을 활용한 교육 콘텐츠가 요구되고 있다. 이는 입시에 높은 중요성을 갖고 있는 고등학교도 다르지 않다. 고등학교의 경우 입시와 직결되어 있는 시기인 만큼 각 학생마다 다양한 전략을 사용한 학습이 중요하다. 최근 킬러 문항을 제거한다는 정부의 기조로 인해 핵심적이고 기본적인 개념에 대한 이해가 중요성을 갖게 되며 출제 경향 파악 및 취약 문항 학습의 중요성이 높아지고 있으나[[5]](#endnote-2) 고등학교 교강사가 학생별 맞춤형 문항을 제공하기는 어려운 현실이다. 이를 대비하기 위해서는 교강사가 수작업으로 맞춤형 문항을 제공하기 위해 문항 판단 및 편집, 제작을 해야 하기에 인력 부족 및 시간이 많이 소요된다는 문제점이 있다고 보아 경쟁사 및 자사 분석을 진행하였다.  문항 추천 및 관리와 관련된 경쟁사의 서비스는 다음과 같다. 우선, 비상교육의 기출탭탭은 2015 개정 교육 과정이 모두 수록돼 있는 태블릿PC 기반의 수능 기출 학습 애플리케이션이다. 기출탭탭은 한국교육과정평가원이 출제한 최근 3개년 6, 9월 모의평가, 수능 전 영역 기출문제를 제공하며 취약문제 반복 풀기 및 유사 문항 제공, 유형별 기출문제 학습의 기능을 서비스하고 있다.[[6]](#endnote-3) 프리윌린은 교사를 위한 수학 문제은행 솔루션 ‘매쓰플랫’을 제공하고 있다. 매쓰플랫은 자체 개발한 70만개의 수학 문제를 교과서 및 시중 교재와 연동해 교사 주도의 교육이 가능하도록 도우며 수업 전에는 원하는 난이도와 범위의 학생 수준별 자료를 제공할 수 있도록 돕고 있다.[[7]](#endnote-4) 또한, B2G버전으로 수업 보조 도구로서 대시보드, 학습 관리 등에 최적화된 ‘스쿨 플랫’을 서비스하고 있다.[[8]](#endnote-5) 문항 생성 분야의 기술 현황을 살펴보면 다음과 같다. ‘젠큐’의 경우 초등학교부터 고등학교 수준까지 원하는 난이도에 맞춰 국어, 영어 지문과 문제를 생성할 수 있으며 교재에서 시험 문제를 추출하고 지문과 문제 난이도를 변경하거나 형태가 유사한 문제도 쉽게 만들 수 있도록 서비스하고 있다.[[9]](#endnote-6) 비상교육은 교수 지원 플랫폼 ‘비바샘’에서 초등 교사를 위한 AI 기반 맞춤 수학 문항 자동 생성 서비스 ‘쌤핏수학’을 서비스하고 있다. 쌤핏수학은 AI 기반 수학 문항 자동 생성 엔진을 통해 학습자 맞춤형 수학 학습지를 생성할 수 있으며, 초등학교 교과서 일부 도형 및 통계 단원을 제외한 전 단원에 대해 문항 생성이 가능하다.[[10]](#endnote-7) 해외 서비스인 ‘QueaionWell’의 경우 지문을 프로그램에 제공하고 언어 및 읽기 수준을 설정하면 AI가 자동으로 그에 적합한 문항을 생성해주는 서비스를 제공하고 있다.[[11]](#endnote-8)  문항 추천 및 관리와 관련된 자사의 서비스는 다음과 같다. 천재교과서에서 서비스하고 있는 지니아튜터의 경우 초등학교, 중학교 학생들의 학습을 돕기 위한 자동채점, AI유사학습의 서비스가 제공되고 있다. 교육현장에서 학습 결손들이 누적되어 생기는 ‘학습 부진’을 방지하기 위해 형성평가를 차시 단위로 제공하고 그에 맞는 진단, 분석, 처방을 통해 완전학습을 지원[[12]](#endnote-9)하고 있다. 닥터매쓰의 경우 고등학생의 학습지원을 위해 AI ‘통합문항플랫폼’을 이용해 유형별, 난이도별 맞춤 문항과 쎈, 체크체크 등 시중교재의 유사문제를 제공한다. 뿐만 아니라 학습 과정에서 모르는 문제가 발생하는 경우 AI스마트렌즈 기능을 이용하여 한 번의 터치만으로 그와 유사한 문제를 제공받을 수 있어 스스로의 학습 상태를 점검할 수 있도록 하는 기능[[13]](#endnote-10)을 갖추고 있다. 수능 및 모의고사, 내신 대비를 위한 다양한 문제를 수록하고 있으나 수학 과목에 한정되어 서비스가 이루어지고 있다. 이와 같은 분석에 따라 천재교육 서비스를 이용하는 교강사를 대상으로 하여, 고등학생의 개별화 및 맞춤형 교육을 지원하기 위해서 주요 교과인 국어, 영어, 수학 교과를 중심으로 교강사가 학생들에게 제공하고자 하는 문항과 유사한 문항 추천, 나아가 유사 문항 생성에 이르는 서비스의 제공이 필요하다고 보았다.  **5. 개발 환경**   |  |  | | --- | --- | | 분류 | 환경 | | 운영체제 | Windows 10, 11 / Ubuntu 22.04 LTS(AWS 상에서 사용) | | 버전 관리 시스템 | Git, Github | | 개발 언어 및 프레임워크 | Python 3.10.12 - pdf2image / opencv-python / pandas / numpy / pillow / FastAPI / Easyocr / pytesseract / pymupdf /pdf2image / glob2 / pymysql / uvlcorn / boto3 / keras / Tensorflow / torch / torchvision / transformers / sentence-transformers / nltk / python-bidi  / OpenAI API | | 데이터베이스 | AWS Maria DB, ElasticSearch | | 웹 서버 환경 | AWS EC2 |   **6. 기능 구현**  문항 추천 시스템 개발은 다음과 같은 기능을 가지고 있다. 사용자가 외부 문제를 PNG와 같은 이미지 형태로 웹에 넣으면 웹에서는 이를 받아 필요시 이미지 crop과정을 진행한 후 텍스트 파싱 및 임베딩, 유사도 값 추출의 과정을 거친다. 그 후 기존 ElasticSearch에 저장된 임베딩, 유사도 값과 비교하여 사용자가 넣은 문항과 유사한 문항을 상위 20개 추천해주는 시스템으로 이루어져 있으며 추후 llm을 사용한 문항 생성의 과정까지 실형하기 위해 문항 자동 태깅 기능을 가지고 있다. 또한, 수능과 모의고사 문제지를 데이터셋으로 가지고 있기 때문에 수능 및 모의고사가 시행될 때마다 최신 문항을 업로드하기 위한 버전관리 기능도 구현되어 있다. 구체적인 기능 구현 과정은 다음과 같다.  C:\Users\BIG3-06\Downloads\image (4).png  **(a) 기능 구현 아키택처**  구체적인 기능 구현 과정은 다음과 같다.  **(0) 데이터 수집**  EBSi 홈페이지를 통해 국어, 영어, 수학 과목의 수능 및 모의고사 문항을 수집했다. 고등학교 1학년과 2학년은 2015년도 3월부터 2024년도 6월까지 10개년의 문항을 수집했으며, 고등학교 3학년은 2019년도 3월부터 2024년도 6월까지 5개년의 문항을 수집했다. 고등학교 1학년과 2학년의 경우 수능을 보지 않고 3월, 6월, 9월, 11월로 총 4번 모의고사를 치루는 반면, 고등학교 3학년은 수능을 포함하여 3월, 4월, 6월, 7월, 9월, 10월로 총 7번 모의고사 및 수능을 치룬다. 따라서, 학교급 별 데이터 수를 맞추기 위해 고등학교 1학년과 2학년은 2015년도부터 2023년까지 4번의 모의고사와 2024년도에 실시된 3월과 6월의 모의고사 2번을 포함하여 총 38번 실시된 모의고사의 데이터를 수집하였고, 고등학교 3학년은 2019년도부터 2023년도까지 7번의 모의고사 및 수능과 2024년도에 실시된 3월, 4월, 6월의 모의고사 3번을 포함하여 총 38번 실시된 모의고사 및 수능 데이터를 수집하였다. 이 과정에서 홀수형, 짝수형 문항의 경우 동일한 문항의 순서를 바꾼 것이므로 홀수형 데이터만 수집하였다. 반면, 가형과 나형의 경우 서로 다른 문항이 데이터로 들어 있기에 모두 데이터로 활용하였다. 따라서, 중복 문항을 제외하고 국어 5394문항, 수학 4824문항, 영어 5130문항를 이미지 데이터로 수집하였으며, pdf 및 이미지 파싱 과정에서 문항이 발생하여 사용하지 못하게 된 데이터를 제외하고 최종적으로 국어 5333문항, 수학 4821문항, 영어 4952문항을 데이터로 사용하였다. 데이터의 형태는 문항 및 해설의 경우 pdf로 저장하여 활용하였고, 답안은 png 형태로 저장하여 활용하였다.  **(1) 모델 – 이미지**  pdf에서 이미지를 추출하기 위해서는 각 pdf 페이지를 이미지 형태로 바꿔주어야 했다. 이를 위해 pdf2image 라이브러리를 사용하여 pdf를 이미지화 하였다. 이미지로 변환된 각 페이지에서 문항만 정확히 추출하기 위해서 상단에 불필요한 내용을 제거하고 좌/우를 나누는 작업을 하였다. 상단에서 불필요한 내용을 제거하기 위해 관련 블로그를 참고[[14]](#endnote-11)하여 이미지 전체를 header와 body로 분리하는 작업을 진행하였다. 이진화를 통해 윤곽선을 찾고 그 중에서 상단과 하단이 분리되는 기준 선을 찾기 위해 컨투어가 읽히는 전체 영역을 넘파이 배열로 확인하여 가로선의 특징을 찾았다. 너비가 700이상이고 높이가 50이하이며, y값이 가장 작은 가로선을 찾아 header와 body로 분리하였다. 그리고 body를 좌우로 나누기 위해 이미지 전체를 반으로 나누고 좌, 우에 5씩 여백을 주는 방식으로 좌우를 구분하였다. 이 과정에서 출제한 기관에 따라 형식이 약간씩 차이가 나타난다는 것을 발견하였다. 기존에 구성한 코드는 교육청에서 출제한 형태에 적합하였고, 평가원에서 출제한 형태에는 적합하지 않음을 깨달았다. 이를 해결하기 위해 평가원에 해당하는 고등학교 3학년 6월, 9월, 11월 데이터를 위한 별개의 전처리 코드를 구성하였다. 우선, 평가원임을 구분하기 위해 pdf 상에서 구분할 수 있는 특징을 찾았다. 평가원 문항의 경우 각 페이지 하단에 ‘이 문제지에 관한 저작권은 한국교육과정평가원에 있습니다.’라는 문구가 붙어있음을 발견하고 Easyocr을 사용하여 이미지를 header와 body로 구분하기 전 ‘한국교육과정평가원’이라는 글씨를 찾게 하여 이 단어가 발견되면 별도의 전처리 코드를 사용하도록 로직을 구성하였다. 이때, 문자 인식에 Easyocr을 사용한 이유는 다음과 같다. Easyocr은 내장된 이미지 전처리 기능을 통해 다양한 이미지 조건에서도 높은 정확도를 유지할 수 있다는 장점이 있으며, 한글과 같은 문자 인식에 높은 정확도를 보이는 것으로 알려져 있다. crop작업에서 사용하는 ocr의 경우 정확히 그 단어를 찾아야 하기 때문에 Easyocr을 사용하게 되었다. 평가원 문제지의 경우 교육청 문제지와 달리 컨투어가 읽히는 영역의 넘파이 배열을 확인한 결과 h값이 가장 큰 가로선이 header와 body를 구분해주는 선임을 찾고 이를 기준으로 상단과 하단을 분리하였으며 좌우 분리는 교육청 문제지와 동일하게 진행하였다. 이렇게 분리된 이미지는 다음과 같은 형태로 나타나게 된다.  C:\Users\BIG3-06\AppData\Local\Microsoft\Windows\INetCache\Content.Word\1.png  **(a) 문제 이미지 header영역**  C:\Users\BIG3-06\AppData\Local\Microsoft\Windows\INetCache\Content.Word\2.png  **(b) 문제 이미지 body영역**  **(c) 문제 이미지 body영역 좌/우로 분리**  이러한 형태로 pdf를 이미지화 하여 분리한 뒤 각 문항을 자르는 작업을 과목에 따라 다르게 실행하였다. 우선, 수학의 경우 각 문항들이 넓은 빈 공간을 두고 문항간 분리가 명확하여 관련 블로그[[15]](#endnote-12)를 참고하여 컨투어 영역 확인을 통해 문항을 분리하였고 흰색과 아닌 색의 경계를 찾아 경계 좌표를 기준으로 문항 밖의 여백을 자르는 작업을 추가로 진행하였다. 또한, 수학의 경우 ‘5지선다형’, ‘단답형’이라는 부분이 문항과 같이 붙어서 crop되는 문제가 발생하여, 이 글자를 Easyocr로 읽어 해당 키워드의 아래 부분에서 20의 offset만큼 아래 영역부터 상단까지 이미지를 자르도록 하여 최종 문항 이미지를 산출할 수 있었다. 다음은 최종 문항 이미지 산출 과정이다.    **(a) 컨투어 영역 찾아서 컨투어 영억에 따라 crop**    **(b) 최종 산출된 crop 이미지**  그러나 국어, 영어의 경우 문항간 불규칙하게 여백이 형성되어 있고 문항의 길이 또한 다양하게 이루어져 있기 때문에 컨투어 영역으로는 정확히 문항만 자르지 못하는 문제가 발생하였다. 문제를 해결하기 위해 템플릿을 사용하였다. 문항숫자와 동일한 형태의 템플릿을 따와 동일한 형태를 매칭하여 이미지를 crop 하도록 하였으나, 템플릿과 이미지 간의 해상도 차이로 인해 이미지가 원하는 대로 crop되지 못하는 문제가 발생하였다. 때문에 최종적으로는 정규식을 사용하여 문항번호를 찾아 Easyocr로 읽은 후 crop하는 방식을 사용하였다. OCR을 위한 이미지 픽셀은 1000픽셀의 이미지에도 기존 픽셀을 고려하지 않은 이미지와 유사한 성능을 보였기에 이미지의 해상도를 위한 전처리는 하지 않았다. 이 때, 영어 문제를 고려하여 Easyocr의 학습 데이터로 한국어 데이터와 영어 데이터를 함께 사용하였다. 정규식을 패턴으로 사용하여 ‘[숫자 ~숫자]’, ‘숫자.’ , ‘숫자. 윗글’, ‘[숫자’ 패턴를 찾도록 하여 지문영역과 문제영역 모두를 crop할 수 있도록 하였다. crop되는 영역은 패턴을 발견한 영역부터 다음 패턴이 발견된 영역까지로 지정하였고, 마지막 문제의 경우는 다음 패턴이 발견되지 않을 경우 이미지 끝까지 crop되도록 하였다. 또한, 이미지 상단 부분부터 문항번호가 나타나지 않는 경우가 발생할 수 있으므로 이미지의 50 픽셀까지 문제번호 패턴을 찾지 못하는 경우 이미지 최상단부터 패턴을 찾을 때까지 crop하도록 하였다. 마지막으로, 국어, 영어의 경우 지문이나 보기로 인해 다음 단으로까지 문제가 이어지는 경우가 발생하여 이 경우는 직접 단이 나눠진 파일을 찾아 파일명으로 ‘-1’, ‘-2’로 태깅을 해준 후 이미지를 합치는 작업을 진행하였다. 이미지를 합치는 작업은 두 이미지의 크기를 가져온 후 가로 길이를 비교하여 작은 길이를 큰 길이에 맞추어 리사이즈를 해준 후 ‘-1’을 상단, ‘-2’를 하단에 위치하여 합쳐 최종 문항 이미지를 산출하였다. 이 과정에서 pdf에서 추출하는 이미지의 경우 다음은 국어, 영어 과목의 최종 문항 이미지 산출 과정이다.  C:\Users\BIG3-06\AppData\Local\Microsoft\Windows\INetCache\Content.Word\15_top_to_first.png  **(a) 이미지의 50픽셀까지 문제번호 패턴을 찾지 못한 경우**    **(b) 단이 나뉜 문제를 하나로 합친 이미지**  이와 같은 crop 방식을 사용하여 최종 이미지 crop 결과를 산출하였다.  **(2) 모델 – 텍스트 및 텍스트 임베딩**  국어, 영어, 수학 과목에 대해 수능 및 모의고사의 문항과 정답지, 해설지를 Tesseract OCR을 사용하여 파싱할 수 있는 코드를 정리하고자 하였다. OCR로는 Easyocr과 비교 결과 파싱의 정확도에는 큰 차이가 없는 것으로 판단되어 다량의 데이터를 빠른 속도로 파싱할 수 있는 Tesseract OCR를 선택하게 되었다. 국어, 영어 파싱 과정에서 동일한 모의고사임에도 평가원, 교육청에 따라 파싱 오류가 발생하는 경우를 확인하였다. 이를 해결하기 위해 파싱이 되지 않는 것들을 파악하여 새로운 코드를 적용하였다. 그러나, 영어가 한자로 파싱되는 등 전혀 다른 내용으로 파싱되는 경우는 코드수정, 로직수정의 방법을 사용하였으나 OCR로는 해결방법을 찾지 못하여 파싱된 파일의 정교성을 높이는 방향으로 진행하였다.    **(a) 정상적으로 파싱된 문항**    **(b) 영어가 한자로 파싱되는 오류**  반면, 수학의 경우 기존 Tesseract OCR로 수학기호를 파싱하고자 하였으나 OCR로는 수학기호를 아예 읽지 못하는 문제가 발생하였다. 이를 해결하기 위해 다양한 OCR모델 사용, math fix 프로그램의 API 사용의 방법을 사용하였으나 다른 OCR모델 역시 비슷한 수준의 잘못된 파싱이 진행되었고, math fix 프로그램의 API 사용은 한 계정당 무료 1000개의 문제만이 제공되어 프로그램을 사용하여 파싱하는 방법은 적합하지 않다고 판단하였다. 따라서, 최종적으로 OpenAI의 API key를 활용하여 프롬프트 엔지니어링을 통해 수학 공식을 파싱하는 것이 가장 적합하다고 판단하여 프롬프트 엔지니어링을 통해 수학과목 파싱을 진행하였다. 프롬프트 엔지니어링에 사용한 모델은 gpt4o을 사용하였다. OpenAI사의 모델들 중 gpt4와 비교를 해보았을 때 gpt4는 데이터 분석 및 글쓰기에 적합한 모델인 반면 gpt4o는 실시간 처리 응답 속도가 가장 빠르고 적은 비용으로 사용할 수 있는 모델로 판단되어 gpt4o모델을 사용하였다. 파싱된 문항 데이터들 간 유사도를 확인하기 전 텍스트 임베딩을 실시하였다. 임베딩 모델은 국어, 영어, 수학 과목에 동일하게 ‘jhgan/KO-BERT-STS’ 모델을 사용하였다. 위 모델은 BERT 기반 모델로서 다양한 자연어 처리에 적합한 모델이다. 또한, 한국어 데이터셋으로 추가 학습되어 한국어 문장 이해에 높은 성능을 발휘하는 한국어 최적화 모델이기에 한글 임베딩이 요구되는 현 프로젝트에 있어 유사도 평가에서 높은 정확도를 제공할 것으로 보았다. 이는 실제로 임베딩 모델 선정 과정에서 ‘jhgan/ko-sbert-sts’, ‘all-MiniLM-L6-v2’, ‘distilbert-base-nli-stsb-mean-tokens’의 모델과 비교, 사용해본 결과 ‘all-MiniLML6-v2’, ‘distilbert-base-nli-stsb-mean-tokens’ 모델의 경우 70&를 웃도는 수준의 유사도가 나타났으나 ‘jhgan/KO-BERT-STS’ 모델은 80~90% 수준의 유사도가 나타나 데이터셋에 가장 높은 성능을 보였기에 ‘jhgan/KO-BERT-STS’ 모델을 채택하게 되었다.    **(a) all-MiniLM-L6-v2 모델로 임베딩 후 유사도 결과**    **(b) distilbert-base-nli-stsb-mean-tokens 모델로 임베딩 후 유사도 결과**  여기서 주목할만한 점은 영어문장이 대부분인 영어 교과에 있어서도 한국어 특화 모델이 가장 높은 성능을 보였다는 점이다. 이는 미루어 예상컨데 지문이 아닌 문제는 대부분 한글로 구성되어 있어 이것이 영향을 미쳤을 것이라고 보고 있다. 그러나 영어의 경우 한국어 특화모델만을 온전히 믿고 사용하기에는 정확한 임베딩이 나타나지 않을 것이라고 생각되어 임베딩 모델을 사용하기 전 추가로 더 조정을 주기 위해 nltk 패키지를 사용하여 불용어사전을 추가한 후 모델을 사용하였다.    **(c) jhganko-sbert-sts 모델 유사도 결과-불용어 처리 전**    **(d) jhganko-sbert-sts 모델 유사도 결과-불용어 처리 후**  내부문제로 산출된 최종 임베딩 벡터값과 유사도 벡터값을 활용하여 외부 문제와 비교하여 검증을 실시하고 실제 사용자가 외부문제를 넣었을 때 유사문항을 추천하고자 외부문제도 내부문제와 동일하게 임베딩, 유사도 값을 산출하기 위해 텍스트 파싱 과정을 진행하였다. 수학의 경우 기존 문제지 문항 파싱에 사용하였던 프롬프트 엔지니어링을 그대로 사용하였으나, 국어와 영어 과목의 경우 이미지 화질에 따라 OCR이 읽히는 정도가 너무 다르게 나타난다는 문제가 발생하여 다양한 화질의 이미지에 대해서도 유사문항 추천을 안정적으로 진행하기 위해 기존 OCR을 활용한 파싱 방법과 달리 프롬프트 엔지니어링을 사용하게 되었다. 이 과정에서 gpt4o-mini 모델의 개발로 OpenAI사의 gpt4o 모델과 gpt4o-mini를 비교하였다. 비교 결과 두 모델 간 정확도 및 속도 측면에서 차이는 크게 다르지 않았으나 비용 측면에서 큰 차이를 보였다. 비용 측정 결과 프롬프트 엔지니어링을 통해 파싱한 문항은 한 문항당 gpt4o 모델은 평균적으로 수학 0.14원, 국어 2원, 영어 0.14원의 비용이 요구되는 것으로 확인되었으나. gpt4o-mini 모델은 평균적으로 수학 1.8원, 국어 7원, 영어 1.9원의 비용이 요구되는 것으로 확인되었다. 이 결과는 모델 별 토큰 수 차이로 인해 발생되는 것으로 확인되었다. gpt4o-mini모델의 경우 토큰 가격이 저렴하다는 장점이 있었으나 실제 한 문항 당 토큰 수를 살펴보니 gpt4o에서는 토큰이 약 400여개 소요되나, gpt4o-mini의 경우 동일한 문제에서 사용되는 토큰 수가 약8500개로 나타났다. 때문에, gpt4o-mini는 토큰 가격이 저렴하나 토큰 수의 큰 차이로 인해 오히려 한 문항당 더 비싼 비용이 나타나게 되었다. 이에 따라 사용자가 넣는 외부문항 프롬프트 엔지니어링에는 gpt4o를 사용하였다.  **(3) 모델 – 자동태깅**  자동태깅을 실시하기 위해 우선 이미지 데이터를 사용하였다. 이미지 데이터를 가지고 DBSCAN, K-means 등 비지도 학습 모델을 중심으로 문항 분류를 실시하였다. 그러나, DBSCAN의 경우 과목 외에 아무런 조건 없이 이미지 데이터를 사용하자 클러스터 수가 658개가 나오는 등 전혀 분류를 하지 못하는 모습을 보였다. K-means의 경우 클러스터별 실제 분류된 데이터를 확인해보았을 때 부정확하게 분류하는 모습을 보여 이미지 데이터를 활용한 방식은 적합하지 않다고 여겨 최종적으로는 텍스트 데이터를 중심으로 문항 분류를 하였다. 국어와 영어 과목의 경우 파싱 과정에서 높은 성능을 보였던 ‘jhgan/KO-BERT-STS’ 모델을 sentence-transformers를 활용하여 불러와 임베딩을 실시하여 그 결과를 바탕으로 K-means 클러스터링을 진행하였다. 클러스터의 수는 실루엣 계수와 엘보우 그래프를 활용하여 선정하였다. 국어 교과의 경우 5개의 클러스터로 분리되었고 각 분류는 현대문학, 고전문학, 비문학, 화법과 작문, 언어와 매체(문법)으로 나뉘어졌다.    **(a) 국어교과 클러스터 분류 시각화**    **(b) 국어교과 클러스터 분류 – 현대문학**    **(c) 국어교과 클러스터 분류 – 고전문학**    **(d) 국어교과 클러스터 분류 – 비문학**    **(e) 국어교과 클러스터 분류 – 화법과 작문**    **(f) 국어교과 클러스터 분류 – 언어와 매체(문법)**  영어 교과의 경우 영어과의 각론을 참고하여 문항을 분류하였다. 우선적으로 2개의 클러스터로 나누어 ‘그림, 사진, 도표, 대상, 주제’ 분류인 것과 아닌 것을 분리하였고, 아닌 것으로 분리된 것 중에서 세부 클러스터링을 다시 진행하여 3개의 클러스터로 구분하였다. 세부 클러스터링으로 분류된 각 클러스터는 ‘일이나 사건의 순서/전후 관계/원인/결과, 필자의 의도/목적, 필자의 심경/태도’와 ‘빈칸에 들어갈 문장/단어 찾기’ 그리고 ‘문맥 속 낱말/어구/문장의 의미, 글의 숨겨진 의미, 줄거리/주제/요지’의 특징을 띈 문항들로 구성되어 있음을 확인할 수 있었다.    **(a) 영어교과 클러스터 분류 시각화**    **(b) 영어교과 클러스터1 - 그림, 사진, 도표, 대상, 주제**    **(c) 영어교과 클러스터2**    **(d) 영어교과 클러스터2의 세부 분류 시각화**    **(e) 영어교과 클러스터2의 세부 분류1**  **- 일이나 사건의 순서/전후 관계/원인/결과, 필자의 의도/목적, 필자의 심경/태도**    **(f) 영어교과 클러스터2의 세부 분류2 - 빈칸에 들어갈 문장/단어 찾기**    **(g) 영어교과 클러스터2의 세부 분류3**  **- 문맥 속 낱말/어구/문장의 의미, 글의 숨겨진 의미, 줄거리/주제/요지**  이미지 클러스터링의 경우 기존 수학공식 파싱과정에서 사용한 OpenAI의 프롬프트 엔지니어링에서 착안하여 OpenAI의 CLIP 모델의 변형인 'clip-ViT-B32'을 사용하였다. 이미지를 임베딩한 후 커뮤니티 감지(Community Detection) 기법을 통해 군집분석을 진행하였다. 첫번째 군집분석을 시도했을 때 총 7개의 군집이 나왔으나 실제 데이터를 확인하였을 때 도형이나 확룰과 통계, 기하와 같이 그림이 들어간 문제들은 군집이 잘 나뉘었으나 문제에 그림이 없는 짧은 문제의 경우 나뉘지 않고 하나의 군집으로 묶이는 모습을 볼 수 있었다. 이를 해결하기 위해 두번째 시도로 해당 군집을 대상으로 한 번 더 군집분석을 실시하였으나 군집이 나뉘지 않고 하나의 군집으로 나오는 것을 확인할 수 있었다.      **(a) 수학교과 클러스터 – 첫번째 시도**    **(b) 수학교과 클러스터 – 두번째 시도**  이미지 클러스터링에서 결과가 잘 나오지 않아 텍스트 클러스터링을 실시하였다. 텍스트 클러스터링의 경우 BERT모델의 변형인 'jhgan/ko-sbert-sts' 을 사용하여 텍스트를 임베딩 한 후 K-mean클러스터링을 사용하여 군집분석을 진행하였다. 최적군집은 실루엣계수를 사용하여 8인 것을 확인하였으나 군집들을 확인해본 결과 몇몇의 군집에서 통계, 기하 등 특수한 기호나 한글이 많은 문제들은 잘 분류하나 수식기호나 함수, 도형(sin, cos)등은 잘 분류하지 못하고 여러 군집 내에 섞여있는 모습을 볼 수 있었다. 이러한 문제를 해결하기 위해 텍스트 임베딩을 진행하는 컬럼을(question, choice1 ,choice2 ,choice3 ,choice4 ,choice5) ->(question)만 사용하여 군집분석을 진행하였으나 결과는 동일하였다. 추가적으로 개정교육과정이 2017년 전 후로 2009와 2015 개정교육과정으로 변화가 이루어졌고 고등학교 1학년과 고등학교 2, 3학년의 과목분류가 다르다는 점을 이용하여 타겟층을 나누어 군집분석을 진행하였으나 비슷한 수준으로 군집이 분석되어 최종적으로 현재 상황에서는 수학교과의 자동태깅을 실시하기 어렵다는 결론에 도달하였다. 다만, 일부 클러스터는 분리가 잘 이루어졌다는 점을 미루어 보아 추후 다른 모델을 더 다양하게 사용하여 임베딩을 시도하거나 비지도 뿐만 아니라 지도학습을 실시한다면 나은 성능을 나타낼 것으로 기대할 수 있다고 보여진다.    **(c) 텍스트 데이터를 활용한 수학교과 클러스터 – 실루엣계수**      **(d) 텍스트 데이터를 활용한 수학교과 클러스터 결과**  자동태깅의 경우 시간의 부족으로 인해 웹 상에 자동태깅 결과를 띄우지 못하여 DB에 자동태깅 결과가 저장되는 방식으로 진행하였다.  **(4) DB**  프로젝트의 초기 단계에서는 과목별로 2개의 테이블(문항 테이블, 풀이이력 테이블)을 정의했다. 하지만, 처음 정의한 풀이이력 테이블에는 사용자가 풀었던 문 제의 정보가 포함되지 않았음을 파악하고 한 회차마다 사용자가 푼 문제에 대한 정보가 주어진 랜덤 문제 메타 정보 테이블을 추가했다. 이후 프로젝트가 진행되면서 전체 문제에 대한 유사도 쌍 테이블과 사용자의 외부 문제에 대한 유사도 쌍 테이블이 추가되었다. 프로젝트 진행 과정 중에 프로젝트의 데이터베이스와 검색 엔진 설정을 위해 Docker를 사용했다. Docker는 환경 설정 문제를 해결해주며, 애플리케이션을 신속하게 배포하고 관리할 수 있는 컨테이너화 기술이다. Docker에 MariaDB와 Elasticsearch & Kibana 이미지를 받아서 실행했다. 여기에서, Mariadb와 Elasticsearch를 선택한 이유는 다음과 같다. MariaDB은 MySQL 기반으로 만들어진 RDBMS로, 전반적인 사용법은 MySQL과 유사하며, 동일한 하드웨어 사양으로 MySQL보다 향상된 성능을 제공하고 다양한 기능을 제공하는 이점을 가지는 점에서 MariaDB를 선택하였다. Elasticsearch는 오픈소스 검색엔진 솔루션으로, 매우 빠른 속도와 확장성, 복원성뿐만 아니라 정형/비정형 데이터를 모두 수용할 수 있는 유연성을 가지고 있는 이점을 가지는 점에서 Elasticsearch를 선택하였다.  그러나 Docker에 Mariadb와 Elasticsearch&Kibana 이미지 받아서 실행하는 과정에서 다음과 같은 문제점이 발생했다. 첫째, Elasticsearch와 Kibana가 싱글 노드로 동작하지 않는 문제가 발생했다. 각각의 이미지를 받아 실행했으나, 두 서비스 간의 통신 문제가 발생했다. 이 문제를 해결하기 위해 Docker-compose를 사용하 여 Elasticsearch 클러스터를 구성하였다. 둘째, Docker-compose를 이용한 Elasticsearch 클러스터 구성 문제: Docker-compose 파일을 작성하여 Elasticsearch에 3개의 노드를 구성하고 실행했으나, 3개의 Elasticsearch 노드가 차례대로 멈추는 상황이 발생하여 클러스터가 정상적으로 작동하지 않은 문제가 발견되었다. 이를 해결하기 위해, 다양한 시도를 해보았다. 우선, Elasticsearch와 Kibana 이미지 버전을 8.x.x에서 7.x.x로 낮추었다. 다음으로, max\_map\_count 설정을 확인하여 메모리를 늘려주었다. 'max\_map\_count'는 Elasticsearch가 사용하는 가상 메모리 영역의 최대 개수를 지정하는 시스템 설정이다. Elasticsearch를 실행할 때, 이 값이 충분히 높지 않으면 메모리 맵핑이 제한되어 성능에 문제가 생기 거나 정상적으로 실행되지 않을 수 있기 때문에 이 설정을 통해 Elasticsearch가 충분한 메모리 맵핑을 사용할 수 있도록 보장해야 함을 깨닫게 되었다. 위의 과정을 거치며 포트 충돌 문제도 함께 발생하여 Elasticsearch와 Kibana의 포트가 각각 2개씩 잡혀서 포트 충돌 문제가 발생했다. 충돌난 포트를 확인하여 제거해 주는 작업을 하였다. 이와 같은 과정을 거쳐 MariaDB와 Elasticsearch & Kibana를 성공적으로 실행하고, 데이터 적재 및 분석 환경을 구축했다. 다음으로, 프로젝트의 데이터베이스 관리를 위해 DBeaver를 사용하여 MariaDB와 연결하였다. DBeaver를 통해 테이블 정의서에 맞춰 과목별 테이블을 손쉽게 생성하고, 데이터의 스키마를 시각적으로 확인하며 데이터베이스 구조를 효율적으로 관리할 수 있었다. 실제 데이터 수집 및 전처리 과정에서 AWS S3에서 이미지 데이터(.png)와 텍스트 데이터(.json)를 받아와서 합치는 작업을 수행하였다. 이후, 텍스트 데이터로만 이루어진 데이터프레임은 MariaDB에 적재하였고, 이미지와 텍스트가 합쳐진 데 이터에서 임베딩 값을 추출하여 Elasticsearch에 적재하였다. 이때, DB에 적재하기 위해 다음과 같이 데이터 전처리 작업을 수행하였다.  1. 고유컬럼(pk) 생성: grade, yyyy, mm, subject\_cat, question\_num 컬럼을 합 쳐 G320240601Q1과 같은 형태로 생성하였다.  2. 타입 변경: 타입이 float형인 컬럼을 int형으로 바꿔주었다.  3. 값 변경: subject\_cat(과목 세분류) 컬럼을 올바르게 바꿔주었다.  4. 중복값 제거 및 빈 값을 NULL값 또는 빈 문자열로 채워 각 DB에 잘 들어 가도록 설정하였다. 이미지 임베딩 값과 텍스트 임베딩 값을 추출하여 Elasticsearch에 적재하였다. 이때, 이미지 임베딩 모델은 Open AI에서 제공하는 CLIP 모델을 사용하였다. CLIP 모델은 이미지와 텍스트를 동시에 임베딩할 수 있는 모델로, 두 가지 다른 형식의 데이터를 동일한 벡터 공간에서 표현할 수 있다. 이를 통해 이미지와 텍스트간의 유사도 분석이 가능하며, 정확한 유사도 계산을 할 수 있다. 위와 같은 모델을 사용하여 나온 임베딩 결과를 포함하여 Elasticsearch에 적재한 후, 다음과 같은 문제가 발생하였다. img\_vec와 text\_vec 컬럼의 타입을 densor\_type으로 지정했으나, Elasticsearch에서 type을 확인해본 결과 float 타입으로 들어간 문제가 발생하였다. 첫번째로 해결한 방법은 float 타입의 컬럼을 densor\_vector 타입으로 reindex한 방법이다. 두번째로 해결한 방법은 Elasticsearch 라이브러리를 최신 버전(8.x.x)으로 업그레이드한 방법이다. 두번째 방법은 기존에 Elasticsearch 라이브러리 버전을 7.x.x로 한 결과 타입이 제대로 반영하지 못한 이유이다. Elasticsearch에서 제공하는 코사인 유사도 모델을 사용하여 모든 문제에 대해 유사도를 계산했다. 각 문제에 대해 유사도가 높은 20개의 문제를 구하고, 이 20개의 문제에 대해서도 다시 유사도를 계산했다. 위 과정의 MariaDB 테이블 간 ERD는 다음과 같다.    **(a) MariaDB 테이블 간 ERD**  **(5) 웹**  AWS환경에서 FastAPI 웹 서버 사용을 비롯한 프로젝트 과정 중의 작업을 하기 위해 AWS환경을 구축하였다. AWS에서 VPC를 생성하여 클라우드 내 논리적으로 격리된 네트워크를 구축하였다.    **(a) public, private 서브넷 생성, 각각 라우팅 테이블 생성해 연결**  생성한 VPC 내에 EC2 인스턴스를 연결하여 가상 서버를 구성하였으며, EC2  인스턴스를 통해 FastAPI 웹 서버를 호스팅하고 데이터 처리를 수행하고자  하였다. FastAPI는 비동기 처리를 지원하여 대량의 데이터 요청을 처리해야 하는  본 프로젝트에 적합하다고 여겼으며, 프로젝트 내에서 사용되는 Elasticsearch,  MariaDB, S3의 여러 데이터베이스와 통합이 요구되는 상황에서 다양한 벡엔드  데이터베이스와의 통합이 용이하다는 특징을 가진 FastAPI가 가장 적합하다고  여겼다. Amazon S3버킷과의 원활한 통신을 위해 S3 엔드포인트를 생성한 후  기존에 생성된 VPC애 연결하였다. 이 과정에서 정책 편집 권한이 없어  담당자님께 권한 요청을 통해 정책 편집을 실행하였다. 이를 통해 VPC 내의  리소스가 인터넷을 경유하지 않고 직접 S3버킷과 통신할 수 있게 되어 데이터  전송의 효율성과 보안성을 높였다. 이는 대량의 이미지, pdf, json 데이터를  전송해야 하는 본 프로젝트의 특성에서 높은 중요성을 가지고 있다. 인스턴스  생성 과정에서 프로젝트 진행을 위한 인스턴스 유형이 어떤 것이 적합한 것인지  혼동이 발생하였다. 멘토님께 자문을 구한 결과 최종 m5.xlarge로 인스턴스를  설정하였다.  구축한 서버를 도커로 빌드하여 컨테이너화하였다. 이 때, 인스턴스 환경에서  아나콘다를 설치하여 가상환경을 만드는 것도 고려하였지만 설치 과정이  복잡하고 오랜 시간이 소요될 것으로 예상되어 파이썬 도커 이미지를 받아  빌드하였다. 도커를 사용하여 애플리케이션을 일관된 환경에서 실행할 수 있게  했으며, 이를 통해 배포와 관리가 용이하도록 하였다. 도커 이미지를 생성하고  이를 바탕으로 컨테이너를 실행하여 서버 환경을 구축함으로써 프로젝트 기간  중 이루어지는 개발과 실제 배포 후 운영 환경의 일관성을 유지하고자 하였다.  pc로컬 vscode에 ssh로 인스턴스를 연결하여 개발을 진행하고자 하였으나  ssh연결 과정에서 일부 pc 환경에서 ssh 연결이 안되는 문제가 발생하였다. 여러  원인들을 찾아본 결과 인스턴스 연결 과정에서 필요한 pem키의 권한 문제인  것을 확인하여 동인한 문제를 겪었던 블로그[[16]](#endnote-13)를 참고하여 문제를 해결하였다.  빌드한 도커 컨테이너 내에 FastAPI 웹 서버를 구축하여 이후 데이터 전처리,  임시저장, 임베딩 및 유사도 추출 등의 기능을 담당하도록 하였다. 모델 개발 및  파이프라인 구축을 위해 sagemaker 도메인을 생성하였다. 빠른 설정으로  도메인을 생성하면 vpc지정이 불가능하여 직접 세팅을 해주었다. 세팅 과정은  다음과 같다.  1. 기본 ML활동 선택지에 manage pipelines, manage model monitoring 추가  선택.  2. 네트워크 설정 지정 시 vpc전용으로 했더니 sagemaker에서 인터넷 연결이  안되는 문제 발생.  3. 퍼블릭 인터넷 액세스로 설정 변경하여 해결.  Sagemaker에서는 인스턴스와 동일 사양으로 jupyterlab space 생성해  진행하였고, 한 space에서 팀원들이 동시에 작업할 경우 충돌 문제가 발생하여  space를 여러 개 생성하여 진행하였으나 비용문제로 인해 사용하지 않는  경우에는 space를 종료하는 것으로 하였다.  DB구축 후 FastAPI와 DB를 연결하는 작업을 하였다. 우선 MariaDB-FastAPI를  연결하였다.    **(b) MariaDB-FastAPI 연결**  이후 ElasticSearch-FastAPI를 연결하였다. 참고자료[[17]](#endnote-14)를 활용하여 ElasticSearch  query 이용해 유사도 분석을 진행하였다. 각각의 임베딩 값을 단독으로 사용해  유사도 분석을 진행하는 경우 이미지가 전반적으로 좀 더 높은 유사도를 보였다.  최종적으로 구축된 서버에서 인스턴스 연결 문제가 종종 발생하는 것을  발견하였다. 개발 중 메모리 과부하 등으로 서버 접근이 불가능한 경우가  발생하였고 이를 해결하기 위해 재부팅을 할 수 밖에 없었다. 그러나 인스턴스  재부팅 후에는 모든 도커 컨테이너를 restart 해줘야 하는 시간적 소요가  발생하였다.  UI 구성에 있어서는 웹 접속 시 유사문항을 찾고 싶은 문제 이미지를 업로드 할수 있도록 하였다. 유사문항 검색 성능을 높이기 위해 과목 필터링을 추가하였고 우측 상단 홈버튼을 누르면 메인페이지로 돌아올 수 있게 하였다. 이 때, 홈버튼을 누를 경우 웹 출력을 위해 서버에 저장된 이미지를 삭제해 서버  부하를 줄였다. 또한, 데이터 버전관리를 위해 문제지를 pdf파일로, 해당하는 답안지를 이미지 파일로 업로드할 수 있는 폼을 생성하였다. 과목, 학년,  월, 영역을 선택하고 년도를 입력하면 그에 맞춰 파일명이 자동적으로 생성되도록 하였다. 업로드한 파일은 임시저장 후 데이터베이스에 업로드하였고 업로드된 파일은 임시저장소에서 삭제되도록 하였다.  **7. 산출물**  문항 추천 시스템의 산출물은 크게 버전 관리를 위한 기능과 사용자가 이용을 위한 기능으로 구성되어 있다.  **(1) 데이터 버전 관리 기능**  본 프로젝트의 데이터셋은 고등학교 1, 2, 3학년 학생들이 치룬 수능 및  모의고사 문항들로 구성되어 있다. 그렇기에 월, 년도마다 새로운 데이터가  업데이트되고 있기에 이를 기존 데이터셋에 반영해주어야 한다고 보았다.  FastAPI를 통해서 pdf 형식의 문제지와 이미지 형식의 답안지를 넣으면 이미지  crop, 파싱의 전처리 과정을 거친 후 최종적으로 S3에 png형식의 문항들과  답안지, json형식으로 파싱된 문항들이 저장된다. 이 때, 텍스트 데이터는 S3에서  문항 정보 테이블로 MariaDB에 저장된다. S3에서 가져온 이미지와 텍스트  데이터에서 기본 정보를 추출하고 임베딩 모델을 통해 임베딩 벡터값을  산출하여 Elasticsearch에 저장한다. 마지막으로, Elasticsearch에서 적재된  데이터를 대상으로 코사인 유사도를 실시하여 유사도의 벡터값을 계산한다. 이는  추후 외부문제와의 비교를 통해 유사 문항 추천을 위해 사용된다. 이를 정리하면  다음과 같다.  1. FastApI를 통해 PDF문제지와 이미지 답안지를 업로드.  2. FastApI에서 외부 OpenAI API를 호출하여 이미지 crop 및 파싱 전처리를  수행.  3. 전처리된 데이터를 S3에 저장(PNG 문제 및 답안지, JSON 형식의 파싱  데이터)  4. 텍스트 데이터는 s3에서 가져와 문항의 기본 정보 테이블로 MariaDB에 저장.  5. S3에서 가져온 이미지와 텍스트 데이터에서 기본 정보 추출 및 병합  6. 임베딩 모델을 통해 텍스트 임베딩 벡터값 산출  7. 산출된 임베딩 벡터값과 문항 기본 정보를 Elasticsearch에 저장  8. Elasticsearch에서 적재된 데이터를 대상으로 코사인 유사도를 실시하여 유사도의 벡터값을 계산 및 MariaDB에 저장. 추후 외부 문제와의 비교를 통해 유사 문항 추천에 사용.  **(2) 사용자 이용**  실제 사용자가 이미지 파일을 웹에 업로드하면 FastAPI에서 해당 이미지에  대한 crop 및 파싱의 전처리를 진행한다. 전처리가 진행된 이미지와 텍스트  데이터는 S3에 적재된다. S3에 적재된 이미지와 텍스트 데이터를 웹상에서  불러와 임베딩 모델을 통해 텍스트 임베딩을 진행한 후 코사인 유사도를 통해  임베딩 벡터값과 유사도 벡터값을 산출한다. 이렇게 산출된 벡터값은  Elasticsearch에 저장되어 기존 데이터셋의 유사도 벡터값과의 비교를 통해 유사  문항을 상위 20개 산출한다. 이 때 과목에 따라 유사도 검증의 순서를 다르게  구성하였다. 국어와 수학의 경우 텍스트 유사도를 통해 상위 20개의 문항을  추출한 후 추출된 문항들을 대상으로 다시 이미지 유사도를 비교하여  최종적으로 상위 5개의 문항을 유사 문항으로 추천하게 되어 웹 상에 추천  문항들이 나타나게 된다. 영어의 경우 이미지 유사도를 통해 상위 20개의 문항을  추출한 후 추출된 문항들을 대상으로 텍스트 유사도를 비교하여 최종적으로  상위 5개 문항을 유사 문항으로 추천하는 방식을 사용하였다. 이를 정리하면  다음과 같다.  1. 사용자가 웹에 이미지 파일 업로드.  2. FastAPI에서 업로드된 이미지에 대해 crop 및 파싱 전처리 진행.  3. 전처리된 이미지와 텍스트 데이터를 S3에 저장.  4. S3에 적재된 이미지와 텍스트 데이터를 웹상에 불러온 후 임베딩을  수행하여 임베딩 벡터값 산출, 코사인 유사도를 통해 유사도 벡터값 산출.  5. 산출된 벡터값들을 Elasticsearch에 저장.  6. 과목에 따라 유사도 검증 순서를 다르게 구성한 것을 바탕으로 기존 데이터셋과 비교하여 유사 문항 상위 5개 산출.  다음은 본 프로젝트 웹페이지에 대한 설명이다. 웹페이지는 메인 페이지와 문항 추천 페이지로 나뉜다. 메인 페이지에서는 사용자가 문제 이미지를 넣으면 유사도를 기반으로 문항을 추천해주는 문항추천시스템과 데이터 버전관리를 위한 PDF 업로드 시스템으로 구성되어 있다.    **(a) 메인페이지 구성**  문항추천시스템의 경우 사용자가 입력한 원본문항과 비교하여 유사도가 높은 상위 5개의 이미지가 산출되도록 UI를 구성하였다. 문항 추천과정에서 시간 소요 시 로딩 화면이 나타나도록 설정되었다.    **(b) 로딩페이지 구성**  로딩페이지 후 유사문항 조회가 완료되면 다음과 같이 조회 결과가 나타난다. 조회 결과는 사용자가 넣은 이미지의 원본 문항과 유사도가 높은 순으로 유사문항을 5개 추천해주는 방식으로 이루어져 있다.    **(c) 유사문항 조회 결과 – 원본 문항**    **(d) 유사문항 조회 결과 – 추천 문항1**    **(e) 유사문항 조회 결과 – 추천 문항2**  데이터 버전 관리용 웹 기능의 경우 버전관리에 해당되는 수능 및 모의고사의 문제지 pdf 파일과 답안지 이미지(png, jpg, jpeg) 파일을 넣고 파일의 정보에 맞는 과목, 학년, 월, 영역을 선택하고 년도를 입력하면 일정 로딩이 지난 후 작업이 완료된다.  **8. 개선점**  1) 텍스트 파싱할 당시 ocr기반으로 파싱 작업을 시작하고 추후에 프롬프트 엔지니어링을 통해 텍스트 파싱이 가능하다는 것을 깨닫고 수학 이미지를 파싱하는 작업을 수행하였는데 논문, 스택오버플로우, 깃허브를 찾아서 보다 양한 방법을 시도해본 후 파싱 작업에 들어갔다면 프롬프트 엔지니어링을 활용하여 시간손실을 줄일 수 있거나 다른 수학공식 파싱 방법을 발견하여 비용 손실을 줄일 수 있었을 것이다.  2) 웹 상에서 사용자가 결과에 만족하지 못할 경우 다른 문제들도 보이게 하거나 자동 채점 기능을 구현하지 못한 점이 개선점이라고 생각한다. 시간의 부족으로 인해 구현하지 못한 부분이기에 추후 기회가 된다면 디벨롭하고자 한다.  3) 문항 분류 결과 기반으로 유사문제 추천/생성을 기존에 개발 목표로 잡았으나 생성의 경우 시간 및 인력 부족으로 인해 자동태깅 및 유사도를 정교화하는 방향으로 가게 되었다. 특히, AWS SageMaker를 통해 배포 및 관리할 수 있는 모델 중 gpt4o, LLama 등의 모델을 사용한다면 문항 생성도 가능할 것이라 보여진다.  4) 현재는 과목 분류만으로 필터링을 하고 있으나 태깅 정보를 활용하여 배점 별(난이도 별), 학년 별로 필터링에 해당되는 문제만 볼 수 있게 세부적인 필터링 기능을 추가한다면 더 사용자 이용 시 용이한 서비스를 제공할 수 있을 것이라고 예상된다.  5) 자동 태깅 과목 중 수학 과목에 대해서는 온전한 자동태깅을 완료하지 못하였다. 현재는 비지도학습 방법만을 사용했기에 지도학습을 사용하고 모델을 다양화하여 사용한다면 수학 과목에 대해서도자동태깅이 가능할 것으로 예상된다.  **9. 소스코드**  **깃허브 링크 참조: https://github.com/choijouneun/bigdata7-final\_project-** | | |
| **별첨** | **1. AWS S3에서 데이터를 받아와 DB에 데이터를 적재하고 전처리 후 다시 S3에 올리는 과정에서의 소요 시간 및 결과 값.**    **2. 소요 비용 산정**  - AWS EC2: 75USD \* 1 개월  - AWS S3: 6USD \* 1 개월  - AWS SAGEMAKER: 272.16USD & 1 개월  - OpenAI: gpt4o 144.51USD \* 1 개월  🡺 총 프로젝트 1개월 동안 소요 비용: 500USD  **3. 테이블 정의서**  - 별도로 첨부된 Excel 파일 참고 | | |
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